
1. Introduction
Since its inception over 35 years ago, Rietveld

refinement (Rietveld, 1969) has come a long
way. In the beginning, the aim was to carry out
crystal-structure refinement using neutron dif-
fraction. As its primary purpose was refinement
of the perfect crystal structures of polycrys-
talline samples, there was a need to introduce
corrections to peak intensities and positions, as
calculated for a perfect powder standard, in
order to match experimental patterns affected
by sample texture and defects (i.e. residual or
microscopic strains/stresses, crystal defects,
small coherently diffracting domain size, etc.). It
was not until the 1990s that an effort was made
to determine microstructural properties through
Rietveld refinement. Popa (1992) worked out a
procedure for texture determination by the gen-
eralized spherical harmonics, which was imple-
mented into GSAS (Larson & Von Dreele, 2001)
by Von Dreele (1997). Furthermore, an
anisotropic line-broadening modeling for arbi-
trary crystal symmetry was proposed indepen-
dently by Popa (1998) and Stephens (1999)
which was implemented shortly thereafter into
most major Rietveld programs. Peak shifts were
used for the residual strain/stress determination
by Ferrari & Lutterotti (1994), Daymond et al.
(1997) and Balzar et al. (1998). Next, an interest
in determining an accurate crystallite size distri-
bution led to work on introducing several com-
mon size distributions (i.e. lognormal, gamma,

etc.) into Rietveld refinement and similar full-
powder-pattern approaches (Krill & Biringer,
1998; Langford et al., 2000; Popa & Balzar,
2002). Recently, attempts are being made to in-
clude modeling of crystal defects and disloca-
tion configurations (Ungár, 2001; Scardi &
Leoni, 2002). These developments gave us new
tools for assessing the microstructure and thus
a complete characterization of samples. Al-
though the main intention of these models is to
allow the determination of microstructural
properties, in general, they are more robust
over earlier approaches that were devised only
to correct for undesirable effects, such as rela-
tive peak intensity changes due to texture or
anisotropic peak broadening due to strain ef-
fects.

The aim here is to review the modeling of mi-
crostructural properties in Rietveld refinement
and to contrast it with a traditional approach for
evaluating microstructural properties. A few ex-
amples in the determination of the crystallite
size distribution and residual strain and texture
will be given, in order to illustrate some of the
possibilities. This is not meant to be an exhaus-
tive review of the topic, as the main intent is to
focus on our previous work. Moreover, the mi-
crostructural applications of Rietveld refinement
are quickly developing into a powerful tool with
a broad range of physical effects that are being
modeled, which would be hard to cover in de-
tail here.

2. Microstructure Modeling in Rietveld
Refinement

Microstructural effects can broadly be classi-
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fied in three types as affecting relative intensi-
ties of the diffraction lines (that is, deviation
from the intensities as calculated for a ran-
domly oriented powder due to texture), posi-
tions of diffraction lines (mainly caused by
residual stresses present in the bulk sample),
and widths of diffraction lines (mainly caused
by small coherently diffracting domain size and
lattice strains due to crystal defects). However,
some of the crystal defects, for instance extrin-
sic stacking faults and twins, can affect both the
diffraction line width and position, making any
general modeling of these effects in Rietveld-
refinement programs challenging. We will dis-
cuss each in turn, but focus in particular on dif-
fraction-line broadening and diffraction-line
shift.

2.1. Texture
A simple correction for preferred orientation

was included in the Rietveld refinement from
the beginning (Rietveld, 1969). Later, the March-
Dollase model (Dollase, 1986) was extensively
used in Rietveld-refinement programs. Both ap-
proaches were only capable of correcting for ef-
fects of uniaxial preferred orientation in sample,
and were not robust to handle cases of strong
texture or capable of modeling more compli-
cated textures. Popa (1992) proposed the model
for the determination of texture in terms of gen-
eralized spherical harmonics for all Laue
classes, which was adopted in GSAS by Von
Dreele (1997) and independently developed by
Matthies et al. (1997). Nowadays, the spherical
harmonics model is used for texture determina-
tion in practically all major Rietveld-refinement
programs. For methodology, the readers are di-
rected to the ample literature on the subject. An
example is given later in this article in connec-
tion with the determination of residual stress in
cold-rolled uranium plate.

2.2. Diffraction-line Broadening
If we denote the instrumental, physical, and

observed profile by g(x), p(x) and h(x), respec-
tively, the observed Bragg profile is given by a
convolution integral:

(1)

where b(x) is the background and n(x) the noise
(�n(x)��0). The physical profile itself is a convo-
lution of size-broadened and strain-broadened
profiles (for physical origins and more detailed
classifications, see, for instance, Balzar (1999)).

Rietveld refinement was originally developed

for refinement of crystal structures from neu-
tron powder diffraction data (Rietveld, 1969).
Because of the available neutron flux and in-
strumentation at that time, intrinsic (instrumen-
tal) resolution was generally poor. That is, for
most samples, instrumental broadening gave a
dominant contribution to line broadening and
sample-related (physical) broadening was
masked by it in most cases. As a result, the in-
strumental contribution to the line broadening
gave an overall Gaussian observed diffraction
line profile. With the advent of modern labora-
tory X-ray powder diffractometers and particu-
larly synchrotron radiation and instrumentation,
a significantly better resolution was obtained
which resulted in a much narrower intrinsic line
profile. Moreover, the observed line profile
could not be fit by a Gauss function but rather
with some combination of Gauss and Lorentz
(Cauchy) functions. In general, such combina-
tions in use are Voigt function (convolution of
Gauss and Lorentz functions), pseudo-Voigt
(weighted sum of the two), and Pearson VII
functions (generalized Lorentz function with a
variable exponent). For a definition and addi-
tional information about particular functions for
fitting diffraction lines, see for instance, Howard
& Preston (1989) and Balzar (1999). Nowadays,
the most widely used in Rietveld refinement
programs is generalized Thompson, Cox &
Hastings (1987) (TCH) pseudo-Voigt model for
diffraction line profiles:

G 2
G�U tan2 q�V tan q�W�P/cos2 q (2)

GL�X/cos q�Y tan q�Z (3)

Here, G is the full width at half maximum
(FWHM) of the line profile, U, V, W, X, Y, and Z
are refinable parameters and L and G denote
Lorentz and Gauss profiles, respectively. Equa-
tion (2) is based on the Caglioti et al. (1958) arti-
cle, which modeled neutron-diffraction line
shapes in terms of collimator and monochro-
mator transmission functions in Gaussian ap-
proximation. The last term in (2) was added by
Young & Desai (1989) and describes Gaussian
contribution to the Scherrer (1918) size broad-
ening:

(4)

where S denotes size, l is the wavelength and
DV the volume-averaged domain size (apparent
dimension in the direction normal to the reflect-
ing planes). The other measure of domain size
is based on the Fourier analysis of the line pro-
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file and gives the area-averaged apparent di-
mension (column length) in the direction nor-
mal to the reflecting planes, DA (Bertaut, 1949).
These two crystallite size dimensions are called
“apparent” because they only relate to the real
average crystallite dimension.

Equation (3) is the Lorentzian line width and
includes contributions from Lorentzian size
broadening X, Lorentzian strain broadening Y
and a constant Z. Z is customary set to zero in
most Rietveld-refinement programs.

The term that varies with tanq stems from
Stokes & Wilson (1944) definition of maximum
(upper limit) of strain:

(5)

where D denotes distortion (strain).
Because a convolution of any number of

Voigt functions is also a Voigt function, the TCH
model implicitly assumes that the observed,
size-broadened, and strain-broadened line pro-
files are Voigt functions (Balzar & Ledbetter,
1995). Hence, it is easy to recognize from (2)
and (3) that parameters X and P will relate to
size broadening and Y and U to strain broaden-
ing. However, some instrumental contributions
have similar dependence on diffracting angle
and that contribution has to be carefully sepa-
rated to obtain accurate information about do-
main size and strain from line broadening (see
Balzar et al. (2004) for procedures involving
both X-ray and neutron sources).

Therefore, to obtain a physical contribution to
the broadening, it is sufficient to refine four pa-
rameters in equations (2) and (3). Before esti-
mating physical broadening of a sample under
investigation (sam), these refined values have
to be corrected for instrumental effects, which
are determined by refinement of line profiles of
the “standard” sample (stand). We can write

Geff�Gsam�Gstand (6)

where G stands for X, P, U, and Y. The effective
value (eff) depicts the pure physically broad-
ened profile parameters.

As the parameters in equations (2) and (3) are
FWHMs, they should be converted to integral
breadths of size-broadened and strain-broad-
ened profiles before calculating associated do-
main size and strain values. Conversion factors
are (Langford, 1978):

(7)

where GL and GG are calculated from the effec-
tive parameters determined using (6). However,
GSAS internally reduces Gauss FWHM by a fac-
tor of (8 ln 2)1/2 (Larson & Von Dreele, 2001);
thus the second equation in case of GSAS is

(8)

Then, the Lorentz and Gauss integral breadths
are combined for both size and strain parts ac-
cording to the relation (Langford, 1978):

(9)

where i stands for S and D. Only now can bS
and bD be related to the corresponding values
of DV and e, according to equations (4) and (5).

The conversions (7) are equivalent to the al-
ternative numerical expressions connecting the
integral breadth b and FWHM G of a pseudo-
Voigt profile, as it is customary used in Rietveld-
refinement programs (Thompson et al., 1987).

There is no a priori reason to believe that a
simple (pseudo) Voigt model, discussed here,
can successfully describe all size and strain
broadening-related effects because these pro-
files may correspond only to very special cases
of size and strain broadening. A better approach
may be to use line profiles derived from physi-
cal models. Recently, there have been attempts
to model broadening in Rietveld refinement 
and other full-powder-pattern-fitting programs
(FPPF) in terms of physically meaningful para-
meters, such as crystallite size distribution and
dislocation density and other related parame-
ters (Scardi & Leoni, 2001, 2002; Ungár et al.,
2001 and references therein). Still, Rietveld re-
finement is a difficult setting to account for all
the physical reasons for line broadening and
other effects on diffraction lines; many physical
origins affect diffraction lines in a similar man-
ner as a function of diffraction angle thus imply-
ing a high degree of correlation between differ-
ent refinable parameters. Therefore, without ad-
ditional independent information about the na-
ture and abundance of crystal defects present in
a particular sample under investigation, it is dif-
ficult to assess reliability of results obtained.
However, a general Voigt-based model, as cur-
rently available in most major Rietveld refine-
ment programs, at least gives some results that
can be a posteriori related to a correct physical
model in case the additional information be-
comes available.

In the next section, we compare the determi-
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nation of the lognormal size distribution of
spherical crystallites through both direct refine-
ment of size-distribution parameters and indi-
rectly through the Rietveld refinement on an ex-
ample of CeO2 powder.

2.2.1. Determination of Crystallite Size Distri-
butions

The second derivative of the size Fourier coef-
ficients is related to the column-length distribu-
tion function (Guinier, 1963; Warren 1969). Pre-
suming an identical shape for all crystallites, the
column-length distribution function can be cal-
culated as an integral with a variable limit over
the crystallite distribution function (Smith,
1976). Determination of the real crystallite size
distribution then includes the third derivatives
of the size Fourier coefficients, which further
amplifies already large initial errors of the ex-
perimental Fourier coefficients. Additionally,
Fourier coefficients for large harmonic numbers
are unreliable because of approximations inher-
ent to the size-strain separation approaches
(see again Warren (1969) and Klug & Alexander
(1974)). However, if one assumes a certain size
distribution of crystallites in a sample, it is pos-
sible to relate both volume-averaged and area-
averaged domain size calculated for that distri-
bution to the original distribution parameters
and calculate the latter based on the results of
refinement of the former. This procedure was
first proposed by Krill & Birringer (1998) and
later discussed by Langford et al. (2000) and
Popa & Balzar (2002) for lognormal distribution.
The gamma distribution is another bell-shaped
distribution that was used to describe the distri-
bution of crystallite sizes (York, 1997; Scardi &
Leoni, 2001) or crystalline defects (Berkum,
1994). It was discussed in a similar way else-
where (Popa & Balzar, 2002).

The lognormal distribution for spherical crys-
tallites is characterized by two parameters, the
average radius R̄ of the particles and the disper-
sion s2

R. It is convenient to define a dimension-
less ratio (Popa & Balzar, 2002)

c�s2
R/R̄ 2 (10)

to characterize the distribution. Then the log-
normal distribution can be written as follows:

f (R)�R�1[2p ln(1�c)]�1/2

�exp{�ln2[RR̄ �1(1�c)1/2]/[2 ln(1�c)]}

(11)

One can calculate the volume-averaged and
area-averaged dimensions as (Popa & Balzar,

2002):

DV�3R̄(1�c)3/2 , DA�4R̄(1�c)2/3 (12)

These two equations can be used to determine
the parameters of lognormal size distribution, R̄
and c, if DV and DA are obtained from Rietveld
refinement.

The size-broadened profile resulting from the
lognormal size distribution of spherical crystal-
lites can be expressed as follows:

P̄(s)�(3R̄ /2)(1�c)3F̄ (2psR̄ ) (13)

(14)
where

F(x)�(x 2�sin2 x�x sin 2x)/x 4 (15)

is an interference function for a sphere. This ex-
pression cannot be calculated analytically either
in direct or Fourier space. As this calculation is
computer-time intensive, a simple approxima-
tion was proposed (Popa & Balzar, 2002):

(16)

The parameters h1, a1, h2, a2 (0�h i�1) can be
freely adjusted during the fit but a3 has to be
constrained to conserve the integral breadth of
the exact profile:

a3�(1�h1�h2)/[3(1�c)3/8�h1/a1�h2/a2] (17)

The parameters h1, a1, h2, a2 can be fitted by
empirical analytical functions in c:

h1(c)�0.25631�0.018638c�0.001155c 2

�3.5671c exp(�2.0467c 0.93346) (18)

a1(c)�4.02326 exp(�44.6429c)

�3.13982 exp(�7.01128c)

�0.580742 exp(�0.413958c)

�0.381245 exp(�1.10827c) (19)

(20)
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a2(c)�0.32781[1�1.5399(c�0.4)

�0.21223(c�0.4)2�0.18158(c�0.4)3]�1

(21)

From (20), h2(c)�0 for c�0.4. Therefore, from
(16) it follows that the pseudo-Voigt function is
a satisfactory approximation for the size-broad-
ened profile only for c�0.4. For higher value of
c a second Lorentz function must be added. Its
weight increases with increasing c and the
weight of the Gauss component decreases. For
c�1, the profile is well approximated by a sum
of two Lorentz functions. A third Lorentz func-
tion must be added for c�1. For c�6, even
three Lorentz functions are not enough for a
satisfactory fit, but it is highly unlikely to find
samples with such a large dispersion of crystal-
lite sizes.

From this discussion, it is evident that the
size-broadened profile can be approximated by
the pseudo-Voigt function, that is, the TCH
model used in Rietveld-refinement programs,
only for samples that follow the lognormal size
distribution of the crystallites with a limited dis-
persion in the region 0�c�0.4. From (12), it fol-
lows that the ratio DV/DA�(9/8)(1�c) can there-
fore take values in the range from 1.125 to ∞.
The size-broadened profile is very often mod-
eled by the Voigt function. In order for the col-
umn-length distribution function to always be
positive, it was found (Balzar & Ledbetter, 1993)
that an assumed size-broadened Voigt function
requires the ratio of volume-averaged and area-
averaged domains to be in the range:

(2pe)1/2 erfc(1/21/2)�1.31�DV/DA�2 (22)

The lower limit of this ratio constraints the dis-
persion parameter to c�0.164. Therefore, the
Voigt function appears to be an inadequate ap-
proximation for both very sharp and broad log-

normal distributions of spherical crystallites.
However, these additional restrictions are not
placed on a pseudo-Voigt function, which indi-
cates that the latter might be a better approxi-
mation for the size-broadened profile for sam-
ples with narrow crystallite-size distributions.

2.2.2. Application to CeO2 Powders
We present here a comparison of results ob-

tained by assuming physical model (lognormal
size distribution of spherical crystallites) and the
phenomenological approach using Rietveld re-
finement. Both methodologies were applied on
the measurements collected at seven different
instruments on the CeO2 powder sample pre-
pared for the IUCr Commission on Powder Dif-
fraction (CPD) Size-Strain Round Robin (see
Balzar et al. (2004) and Audebrand et al. (2000)).
Table 1 shows the results obtained for the log-
normal size distribution, where the parameters
of the lognormal distribution were fitted directly
through the least-squares refinement. A Gauss-
ian function was also included to model strain
broadening; however, the addition of this strain-
related parameter did not significantly improve
the fit. Volume-averaged domain size was calcu-
lated from (12) for comparison with the results
obtained by Rietveld refinement, following (4),
(6), and (9). All the data sets, except Birming-
ham laboratory X-ray data, yielded a relatively
small strain contribution. If the strain-related
parameters are set to give zero strain, volume-
averaged domain sizes agree even better with
the results obtained by the direct fit of lognor-
mal size distribution parameters.

Examples when Rietveld refinement fails to
successfully fit a diffraction pattern were given
previously (Young & Desai, 1989), and were at-
tributed to the “super-Lorentzian” line profiles
that cannot be fitted with Voigt and related

20 The Rigaku Journal

Table 1. Results of the fit by a model assuming a lognormal size distribution of spherical crystallites: The
first moment of the distribution R̄, the ratio of the distribution dispersion to the first moment c�s 2

R /R̄ 2, and
the corresponding volume-averaged DV domain size. Results of the Rietveld refinement are also given for
comparison: Volume-averaged domain size DR and strain e. The last column gives values of DR when strain-
related parameters were forced to yield a zero strain.

R̄ (Å) c DV (Å) DR (Å) e (10�4)
DR (Å)

for e�01

Birmingham 89.0 (10) 0.187 (5) 223 (5) 227 (3) 0 227 (3)
Le Mans 90.9 (3) 0.188 (2) 229 (2) 235 (2) 2.2 (1) 224 (1)
ESRF 90.0 (10) 0.192 (6) 229 (6) 223 (1) 1.5 (1) 219 (1)
NSLS 93.3 (7) 0.177 (3) 228 (4) 236 (2) 2.3 (1) 224 (1)
ILL 93.0 (20) 0.173 (7) 225 (9) 221 (3) 0.1 (3) 220 (2)
NIST 93.0 (40) 0.184 (15) 232 (19) 231 (6) 4.5 (8) 216 (4)
ISIS 91.0 (10) 0.191 (4) 231 (5) 232 (1) 5.5 (2) 224 (1)

1 Strain-related parameters set to the values of the instrumental standard sample during the refinement.



functions used in Rietveld refinement pro-
grams. Popa & Balzar (2002) reported that a
commercial CeO2 powder gave “super-Lorentz-
ian” line profiles. Figure 1 compares that dif-
fraction pattern with the pattern given by the
Size Strain Round Robin CeO2 sample. The lat-
ter sample shows “regularly” broadened lines
with Ka1 and Ka2 overlapped at high angles
(Fig. 1a), which can be successfully fitted by the
Voigt function or its approximations, while the
former sample exhibits “super-Lorentzian” pro-
files, with long tails and Ka1 and Ka2 separated
at high angles (Fig. 1b). Although the “super-
Lorentzian” profiles could not be successfully
fitted with a single Voigt or related function, an
assumed lognormal size distribution of spheri-
cal crystallites gave an excellent fit. Table 2 il-

lustrates the difference in parameters of the log-
normal size distribution for two cases: “super-
Lorentzian” profiles yield a large c ratio that in-
dicates a broad distribution with a large fraction
of small crystallites and large ratio of volume-
averaged to area-averaged domain size

Vol. 22 No. 1 2005 21

Fig. 1. The powder pattern fitted with the size-broadened profile calculated for the lognor-
mal distribution: (a) Size Strain Round Robin CeO2 sample: Rwp�0.0390; (b) Commercial CeO2

powder: Rwp�0.0477.

Table 2. The results of the fit of an a priori lognormal
size distribution for the Size Strain Round Robin CeO2

sample (S1) and commercial CeO2 sample (S2): The av-
erage radius R̄ , volume-averaged DV, and area-averaged
DA apparent domain sizes.

Sample R̄ (Å) c DV (Å) DA (Å)

S1 89.7 (6) 0.181 (4) 222 (3) 167 (2)
S2 16.8 (2) 2.820 (2) 1408 (14) 328 (3)



(DV/DA�4.3) as opposed to about 1.3 for the
Size Strain Round Robin sample.

2.3. Diffraction-line Shifts
Residual stresses will in general result in

anisotropic diffraction-line shifts of different
Bragg reflections. Thus, an analysis of interpla-
nar d spacings as a function of direction in the
sample (the so-called “sin2 y” technique, Hauk
(1952); Christenson & Rowland (1953)), can be
used to evaluate strains and stresses (for details
see, for instance, Noyan & Cohen (1987); Hauk
(1997)). An alternative approach was proposed
(Ferrari & Lutterotti, 1994; Daymond et al., 1997;
Balzar et al., 1998; Popa & Balzar, 2001), which
includes the refinement of strain and stress re-
lated parameters in the Rietveld refinement pro-
gram. An advantage of this approach is that all
available Bragg reflections are used simultane-
ously to obtain the strain tensor. Even if the
strain/stress determination is not of interest, dif-
fraction line shifts caused by residual stresses
will generally be crystal-direction dependent.
These diffraction line shifts should be corrected
for, in order to carry out an accurate refinement
using the Rietveld approach.

Very few Rietveld programs are able to han-
dle the analysis of peak shifts to obtain strain
and/or stress; notable exceptions are MAUD
(Lutterotti, 1998) and GSAS (Larson & Von
Dreele, 2001). In GSAS, both isotropic eph,i and
anisotropic eph,a components of strain can be
determined from the neutron time-of-flight
(TOF) measurements, through the peak shift
from the diffraction-line maximum Tph, where p
denotes a particular phase and h a particular
histogram (diffraction pattern):

DTph�(T�Tph)�eph,idp�eph,adpG (23)

Here, TOF T extends over each diffraction-line
point and G is the orientation parameter defined
for cubic crystal symmetry as

(24)

and for hexagonal crystal symmetry as

(25)

where a and c denote lattice parameters and hkl
Miller indices. G varies from 0 for {h00} to 1/3
for {hhh} for cubic symmetry and is zero for
{hk0} for hexagonal symmetry.

The expressions for G assume constant stress
in all grains of polycrystalline material (Reuss,
1929 approximation). Recently, a different ap-
proach was proposed (Wang et al., 1999, 2000;
Behnken, 2000) that does not require Reuss
(1929) or other assumption. It relies on a model-
ing of strain orientation distribution function
(SODF) in terms of generalized spherical har-
monics, that is, similar to the determination of
texture through the crystallite orientation distri-
bution function (CODF) (Bunge, 1982). However,
for a successful application in the Rietveld re-
finement, the challenge lies in the accurate
modeling of strain and stress dependence on
the crystallographic direction and the ability to
handle arbitrary crystal symmetry. In a recent
paper, Popa & Balzar (2001) presented a method
for modeling of diffraction line shifts for all
Laue classes, based on the texture-weighted
strain orientation distribution function
(WSODF), which is expanded in terms of gener-
alized spherical harmonics.

The strain calculated from the interplanar
spacing of the sample under investigation (d )
and the reference sample (d0) is averaged
through the rotation for w around h�H/H (H
being a reciprocal lattice vector for the (hkl )
plane), which has to be parallel to y, the direc-
tion of the diffraction vector in the sample:

�eh(y)���d �/d0�1 (26)

Following Popa & Balzar (2001), the strain is
given by the following equation:

(27)

where the pole distribution functions

(28)

can be used to calculate the crystallite orienta-
tion distribution function f (j1, F0, j2). Here,
(j1, F0, j2) are the Euler’s angles transforming
the sample orthogonal coordinate system
(y1, y2, y3) into the crystallite orthogonal coordi-
nate system (x1, x2, x3).

The unit vectors of the directions in crystal
and sample, h and y, are:

h�A1x1�A2x2�A3x3

�cos b sin F x1�sin b sin F x2�cos F x3 (29)

y�cos g sin Y y1�sin g sin Y y2�cos Y y3 (30)

where (F , b), (Y , g) are the polar and azimuthal

P f dh y( ) ( / ) ( , , )� 1 2
0

2

1 0 2π ϕ ϕ ω
π
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angles of h and y in their respective coordinate
systems (see Fig. 2).

The harmonic terms Il(h, y) are defined as:

Il(h, y)�A1
2t1l(h, y)�A2

2t2l(h, y)�A3
2t3l(h, y)

�2A2A3t4l(h, y)�2A1A3t5l(h, y)

�2A1A2t6l(h, y) (31)

and:

(32)

(m�0, l )

(33)

(m�1, l )

(34)

The coefficients a il
mn, b il

mn, g il
mn, d il

mn can be di-
rectly refined in the Rietveld program to yield
WSODF and the average strain tensor (Popa &
Balzar, 2001). The average stress tensor can
also be determined if monocrystal elastic stiff-
ness moduli Cij are known. For a given value of
l, the total number of the coefficients for every i
is (2l�1)2, where the number l takes only even
values because of Friedel’s law. If the crystal
and sample symmetries are higher than tri-
clinic, the number of coefficients a il

mn, b il
mn, g il

mn,
d il

mn is reduced, some coefficients being zero
and some being correlated (detailed analysis for
all Laue classes was given by Popa & Balzar

(2001)). The required number of refined coeffi-
cients to achieve desired precision of WSODF,
strain, and stress tensors will depend on the
crystal and sample symmetries, as well on the
magnitude and gradient of strain and texture.

In cases when finding the WSODF and the av-
erage strain and stress tensors is not of interest,
one can choose a different approach that cor-
rects only for the line shifts caused by stress. In
this case, an alternative representation for Il
is possible with fewer refinable parameters in
Rietveld-refinement program. To accomplish
this, the orientation angles in the crystal system
(F , b) are replaced in (32) by the direction
cosines (A1, A2, A3). After introducing in (31) and
rearranging, one obtains the following expres-
sion:

(35)

where Jk,l�2 are homogeneous polynomials of
degree l�2 in the variables A1, A2, A3, invariant
to the Laue class symmetry operations. The
functions Mkl(Y , g) are linear combinations of
Ail

m(Y , g) and Bil
m(Y , g):

(36)

The coefficients mn
kl, nn

kl can be refined in the
Rietveld program in the same way as the coeffi-
cients a il

mn, b il
mn, g il

mn, d il
mn from the alternative ap-

proach. For sample symmetry higher than tri-
clinic, the coefficients mn

kl, nn
kl follow selection

rules identical to those for a il
mn, b il

mn. The maxi-
mum number kl of functions Mkl in the series ex-
pansion (35) must be equal to or smaller than
the total number of functions Ail

m, Bil
m in (31) and

(32), but for crystal symmetry higher than tri-
clinic it is frequently much smaller. For exam-
ple, for the Laue class 4/m and l�4, the total
number of Ail

m, Bil
m is 14 but k4�8. This fact is im-

portant in Rietveld refinement, as the total num-
ber of refinable parameters is kept to a mini-
mum. On the other hand, if this approach is
taken, there is no path to obtain WSODF and
the average strain and stress tensors from the
coefficients mn

kl, n n
kl. Therefore, the choice of rep-

resentation for Il depends on the problem that
we have to solve. An example below uses a hy-
brid representation in order to accomplish both.
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Fig. 2. Relationship between the sample coordi-
nate system S and crystallite coordinate system C.



2.3.1. Determination of Texture and Residual-
strain Tensor in Cold-rolled Uranium Plate

The neutron TOF diffraction experiments
yield the whole diffraction pattern at every sam-
ple orientation. A comparable experiment with
constant-wavelength neutrons or X-rays would
require an order of magnitude longer data col-
lection time in order to scan through a sufficient
number of Bragg reflections to determine aver-
age strain and stress tensors by this method.
The measurements were carried out at the
Spectrometer for Materials Research at Temper-
ature and Stress (SMARTS) at the Los Alamos
Neutron Science Center (LANSCE), Los Alamos
National Laboratory on two uranium plates
(plastically deformed by cold rolling and an-
nealed). More experimental details can be
found elsewhere (Popa et al., 2005). Texture was
determined by GSAS, using the generalized
spherical harmonics model (Von Dreele, 1987).
It was evident that texture does not conform to
mmm symmetry, as expected to be produced
by rolling. Thus, we have not assumed either
texture or strain sample symmetry.

Depending on the crystalline and assumed
sample symmetry, as well as on the strength
and gradient of strain and texture, it is neces-
sary to inspect (27) for a required number of
terms to obtain the desired precision. We deter-
mined that for our sample the first three terms
suffice:

�eh(y)�Ph(y)

(37)

The harmonic terms Il(h, y) were used in a hy-
brid representation because of a fewer number
of parameters and the parameters a il

mn, b il
mn, g il

mn,
d il

mn, mn
kl, n n

kl were determined by the least-
square refinement by minimizing:

�

(38)

where N is the number of measured (m) points
and n the number of free parameters. For the
orthorhombic crystal and triclinic sample sym-
metry, there were 3 parameters for l�0, 45 for
l�2, and 90 parameters for l�4, that is, 138 re-
finable parameters in total.

The macroscopic strain and stress tensors are
obtained from the coefficients for l�0, 2 by
using the expressions (23) and (24) from Popa &

Balzar (2001):

(39)

(40)

Here Cjl are the monocrystal elastic stiffness
modules; the matrix w was given in Table 16
from Popa & Balzar (2001).

Table 3 gives the full average strain tensor, as
calculated from (39) and (40). As expected,
there is a tensile strain in both rolling and trans-
verse directions, about factor of four stronger
for the former. This results in the compressive
strain in the normal direction of about 10�4.
Moreover, shear components are relatively
strong. This may be caused by the slipping of
rollers during cold rolling and/or significant tex-
ture present in the uranium plate before rolling
was applied. However, a measurement yielding
only strain components along principal sample
axes, as customarily carried out, would com-
pletely miss this information.

3. Conclusions
Modeling of microstructure in Rietveld refine-

ment programs is discussed with a particular
focus on determination of crystallite size distri-
bution and residual strain. A most common
Thompson, Cox & Hastings (1987) (TCH) model
for diffraction line shapes is discussed and
recipes for the extraction of coherently diffract-
ing domain size and strain are given. An exam-
ple of two CeO2 powders illustrates cases when
Rietveld refinement can give both accurate in-
formation about sample microstructure and
when it fails due to limitations of the TCH
model for describing diffraction line profiles.
Furthermore, two models for accounting for dif-
fraction line shifts due to residual stress were
reviewed. It was illustrated how the model
based on an expansion of texture-weighted
strain orientation distribution function in terms
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Table 3. Strain tensor in sample coordinates for a
cold-rolled uranium plate, as determined from the neu-
tron TOF measurements. The figure in parenthesis for ē11

gives standard uncertainty for the two least-significant
digits, which is approximately equal for all strain-tensor
components. ē22 - rolling direction, ē11 - transverse direc-
tion, ē33 - normal direction.
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�
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10 4
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⋅



of generalized spherical harmonics can be used
to evaluate the average macroscopic strain ten-
sor in a cold rolled uranium plate. A methodol-
ogy for an orthorhombic crystal symmetry and
general triclinic sample symmetry was pre-
sented and all six components of the average
strain tensor were calculated, based on the neu-
tron TOF measurements collected at the
SMARTS instrument at LANSCE.
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