
DISLOCATION GENERATION IN Si: A THERMO-MECHANICAL MODEL BASED ON 
MEASURABLE PARAMETERS* 

 
Bhushan Sopori,1 Przemyslaw Rupnowski,1 Davor Balzar,2 and Pete Sheldon1

1National Renewable Energy Laboratory, Golden, CO 80401 
2 University of Denver, Denver, CO  80208 

 
 

ABSTRACT 
 

A thermo-mechanical model for predicting dislocation 
distribution generated by thermal stresses in Si is described.  
We use an experimentally determined dislocation 
distribution in response to a predetermined flux to establish 
“initial” density.  The basic thermal model and the procedure 
for determining this parameter are described.  This 
approach can be applied to crystal growth and other cell 
fabrication steps to establish thermal conditions that can 
minimize dislocation generation for improved solar cell 
performance. 
 
 

INTRODUCTION 
 
 Dislocations have a very strong influence on the 
performance of a Si solar cell.  A major reason for this is  
that dislocations interact with impurities, causing impurity 
segregation at the dislocation sites.  Impurity precipitation 
can also occur in the regions of high dislocation densities 
(also called defect clusters).  Because precipitated impurities 
cannot be removed by the conventional gettering 
techniques, dislocation clusters can cause severe 
degradation of the cell performance.  Indeed, it is now known 
that dislocation clusters are the primarily factors limiting the 
performance of current commercial mc-Si solar cells [1]. 
 
 Although dislocations in Si can be generated in any 
high-temperature processing step, the dislocations in 
photovoltaic silicon (PV-Si) are primarily generated during 
crystal growth [2].  High-speed growth generates excessive 
thermal stresses with concomitant high-density intragrain 
defects such as dislocations.  Current mc-Si wafers and 
ribbons have dislocation densities in the range of 105 to 
106/cm2 and typical efficiencies of 14% –15%.  To reach 
efficiencies of 18% or higher, dislocation density must be 
lowered below 105/cm2.  Carefully developed thermal profiles 
during crystal growth are needed to achieve low dislocation 
densities.  Unfortunately, the current thermal models cannot 
adequately handle dislocation generation in PV-Si.  Hence, 
targeted studies are needed to address the dislocation 
reduction in PV-Si, particularly for mc-Si. 
 

LIMITATIONS OF PREVIOUS THERMAL MODELS 
 

 Considerable work has been done to develop thermal 
models for predicting elastic and plastic stresses, buckling, 

and residual stresses during crystal growth.  However, very 
little work has been done to relate the thermal profiles to 
dislocation generation.  Much of the work by previous 
authors uses the concept of dislocation multiplication as the  
mechanism of dislocation propagation, which requires the  
presence of existing dislocations, often referred to as the 
“initial” dislocation density  [3 – 7].  To date, the value of this 
parameter has been arbitrarily adjusted to match theory with 
experiment.  Using this concept, Dillon, Sumino, and 
Hassen (DSH) established a commonly used relationship 
between dislocation generation and stress/strain 
relationship.  Unfortunately, little or no data exist on the 
experimental verification.  
 
 According to this model, the total strain rate, ijε& , is 

given by 
pl

ijijijkkijij T
E
v

E
v εδαδσσε &&&&& ++−

−
=

1 ,      (1) 

    

the plastic strain rate, , is pl
ijε&

ij

p
m

kTQ
mpl

ij S
J

NDJeNbk

2

2
/

0 )( −
=

−

ε& ,    (2) 

     
where 3/ijkkijijS δσσ −= , , and 

the dislocation density rate, ,  can be described by 

3/2 ijij SSJ =

mN&
λ+− −= p

m
kTQ

mm NDJeNKkN )( 2
/

0
& .         (3)      

In the above set of equations, Eq. 3 expresses a 
dislocation multiplication mechanism that involves 
Nm(0), the initial dislocation density.  Unfortunately, the 
nature of initial density is quite complex because it 
lumps together nucleation and the early phase of 
dislocation formation.  It represents the behavior of the 
material that would contain dislocations with of a density 
corresponding to this value.  In most cases, Nm(0) is not 
known but its value is adjusted to give a best fit between 
theory and experimental results.  This is one limitation of 
current models.  Another is that the models do not 
include the multicrystalline nature of the wafers such as 
cast and ribbon mc-Si.   
 
 Because of space limitations, we will address only 
dislocation generation in a single-crystal material.  We 
will use a revised concept of initial dislocation density, 
which includes both the nucleation phase and the initial 
formation of dislocations.  Hence, the initial dislocation 
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density depends on a variety of factors, which are 
characteristics of the material and the crystal growth 
process (such as nucleation sites, impurities, presence 
of microdefects).  To accomplish this, we experimentally 
determine “dislocation distribution” in response to a 
known stress and time. This approach corresponds to 
the material response to a known stress—a concept that 
is commonly used in the network analysis as an impulse 
response.   
 
 We have also developed a theoretical, finite-
element model, similar to the DSH model, which uses 
experimentally determined dislocation distribution, 
generated in response to a known thermal stress as the 
input data.  This approach obviates the need for  initial 
dislocation density and is applicable even if material is 
dislocation free.  The proposed approach will help to 
establish an accurate and reliable relationship between 
the thermal stresses and resultant dislocation 
distributions for single- and mc-Si wafers.   
 

EXPERIMENTAL APPROACH 
 

Experimentally, we illuminate a sample (of the 
material to be studied) with a known optical flux and with 
a sharp Gaussian-like profile.  We determine dislocation 
distribution generated in response to this incident flux.  
This processing is done in an optical processing furnace 
equipped with a linear light source (see Fig. 1), where 
the flux distribution can be controlled. After thermal 
processing, the wafers are defect-etched using the 
Sopori etch and examined using an optical microscope 
and a commercial GT-PVSCAN laser scanner to 
quantitatively determine dislocation distributions [8 - 10]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 In this paper, we will demonstrate that once the 
initial dislocation distribution is obtained on a given 
material, it can be used to identify Nm(0), which can be 
used in our calculations to predict distributions 
corresponding to other flux profiles.  Dislocations were 
generated in single-crystal wafers of different 
orientations.  Figure 2 is a photograph of a 3-in wafer 
showing the localized region of dislocation generation.  
Figure 3 shows a dislocation map of a (100) sample 

produced by illuminating the wafer with a static flux.  
The dislocation map was generated by a GT-PVSCAN.  
Based on these results, the maximum density of 
dislocations was found to equal about 4x106/cm2.  This 
figure also contains photographs of etch pits, showing 
the directions of dislocation propagation along the slip 
directions.  One can also see a dislocation network 
formation caused by slip on different (111) planes.  It is 
important to mention that dislocation generation exhibits 
strong dependence on the wafer orientation.  For 
example, (111) wafers of the same size, resistivity, and 
surface conditions as (100) wafers, do not show 
evidence of dislocation generation when illuminated by 
the same flux profile.  
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 Fig. 3. Dislocation density map (a) and optical 
microscope images (b) of a (100) wafer after 
thermal processing. 

 
 
 

To relate the generated dislocation distribution to 
Nm(0), a complete thermal model must be developed, 
which requires the optical flux distribution.  An accurate 
determination of the actual flux profile in an optical or 
RTP furnace is difficult.  One of the common ways to 
determine the flux distribution is to analyze the optical 
configuration of the lamp.  However, this does not yield 
accurate data.  Our approach for obtaining such 
information is to determine temperature distributions in 
several modes and use them to fit theoretical 
calculations. A convenient way is to determine  

Fig. 1. Wafer processing 
using a linear infrared 
heater. 
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Fig. 2.  A photograph of a 
wafer with dislocations 
generated. 
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Fig. 4.  Static 
temperature rise of a 
1-in x 1-in test 
wafer.
Fig. 5. Calculated 
flux to achieve the 
temperature of the 
test wafer rise in 
Fig. 4. 



temperature rise at a given point on the wafer as a 
result of the incident flux and then use thermal modeling 
to arrive at a flux distribution.  Figure 4 shows a  
measured temperature rise at the center of a 1-in x 1-in 
wafer.  We can calculate the flux amplitude of a 
Gaussian-like profile required to produce this 
temperature rise.  The calculated flux profile is shown in 
Fig. 5.   
 
 We can also verify the correctness of the flux profile 
by determining the temperature-time variation of the 
center of the wafer if the wafer is moved through this 
profile at a constant speed.  Figure 6 shows a 
temperature Vs time profile of a 1-in x 1-in wafer as it 
moves through the flux profile at speed of 5 and 10 
inches per minute (ipm).  Next section will show the 
simulation results for the corresponding experimental 
data. 
 
 

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

NUMERICAL APPROACH 
 

Both thermal and mechanical simulations were 
conducted to examine the behavior of the wafer 
illuminated by the optical flux.  In both cases, a 3-
dimensional FE model of a silicon wafer was employed.  
These simulations were conducted using CalculiX open-
source FE code (version 1.3).   This code was extended 
to include both elasto-plastic and DSH models of Si.  
Calculations were performed to predict the distribution 
of temperature, stress, plastic strain, and dislocation  

density in circular and square wafers subjected 
to static heat flux of a given intensity.   

 
Knowing the temperature rise in the middle of the 

test wafer (in this case 1-in x 1-in) and the distribution 
function of the flux (geometry of the lamp), this model  
can be used to build a flux profile.  The flux profile 
synthesized to give the temperature profile of Fig. 4 is 
shown in Fig. 5.  It is important to further verify if the flux 
profile is consistent with other experimental 
observations.  This can be verified by calculating 
temperature rise and dynamic profiles corresponding to 
Figs. 4 and 6.   These calculated temperature profiles 
are shown in Fig. 7.  Figure 7a is the calculated static 
temp-time profile corresponding to measured profile of 
Fig. 4.  Figures 7b and 7c show the calculated dynamic 
profiles corresponding to measured profiles of Fig. 6.  It 
can be seen that there is an excellent agreement 
between the measured and calculated profiles.  One 
can also see the effect of speed on the dynamic 
temperature profile.  It is seen that the highest 
temperature reached by the thermocouple attached to 
the Si wafer is 833 °C at 5 ipm and 733 °C for 10 ipm.  
Both temperatures are lower than the static case of 867 
°C.  These temperatures are in good agreement with 
the measured temperature profiles.  It is also seen that 
temperature profiles are asymmetric.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.  Dynamic temperature profiles produced in 
a 1-in x 1-in wafer attached with a thermocouple.  
The wafer was fed at a speed of (a) 5 ipm (a) and 
(b) 10 ipm. 
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Fig. 7. Temperature 
as a function of time 
for static (a), and 
dynamic cases with 
the speed of 5 ipm (b) 
and 10 ipm (c). 

(a) 

(b) (c) 

Te
m

pe
ra

tu
re

 (°
C

) 

Te
m

pe
ra

tu
re

 (°
C

) 
Fig. 8. Numerically predicted distribution of (a) 
temperature, (b) distribution of plastic strain, and (c) 
digital image of a (100) wafer after thermal processing. 



 Figures 8a and 8b depict the results of the 
numerical computations from both thermal and 
mechanical models.  Figure 8a shows calculated 
temperature distribution of the wafer (because of the 
symmetry, only lower right quadrant of the wafer is 
shown).  It is seen that very high temperature gradients 
exist between the center (962ºC) and the cold edge 
(386ºC) of the wafer.  Note that the temperature 
distribution observed in Fig. 8a was generated by only 
one linear heater that focuses energy along the line 
going through the center of the wafer (x=0).  We 
calculated the stress distribution for the temperature 
profile of Fig. 5 for purely elastic and elasto-plastic 
regimes.  Figure 8b shows the distribution of the plastic 
strain on the wafer surface.  It is obvious that material 
has yielded in the regions of high stresses and high 
temperature.  It is fruitful to compare the predicted 
plastic deformation of Fig. 8b with the observed 
dislocation distribution.  Figure 8c shows actual 
dislocation distribution as a photograph of the defect-
etched wafer after thermal treatment.  One can note an 
excellent qualitative agreement between the two. 

 
 It may be pointed out that the best correlation 
between the experimentally generated dislocation 
density and plastic strain occurs for an initial dislocation 
density of 2/cm2 in DSH model.  Thus, our experiment 
actually simplifies the determination of this parameter.  
Now we can use this value to perform other 
calculations.  Figure 9 depicts the time-dependent maps 
of the density of dislocation distributions generated by 
the flux distribution of Fig. 5, for several time periods up 
to 25 s.  These distributions are in excellent agreement 
with measured distributions.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

CONCLUSIONS 
 

 We have verified that the resu
experimental approach described her
an input to a theoretical model to 
dislocation distributions resulting 
temperature profile.  This method obv
arbitrarily fitting calculations with

generation.  We are now working with some crystal 
growers to apply this method to ribbons and castings for 
which the temperature distributions are known.  We will 
use our experimental procedure to evaluate dislocation 
responses for their materials.  We will compare our 
numerical results based on the response function with 
the experimental data to establish a correct and reliable 
thermo-mechanical model of silicon.  
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